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Wide baseline stereo pipeline

2
15.06.2020. CVPR2020 Tutorial "Local Features: From SIFT to Differentiable Methods"

Measurement 
region selector

Measurement 
region selector

Matching
and 

filtering
Descriptor

DescriptorDetector

Detector

Geometrical 
verification 
(RANSAC)

Image credit: Andrea Vedaldi, ICCVW 2017

Single feature visualization



Toy example for illustration: matching with OpenCV SIFT
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https://github.com/ducha-aiki/matching-strategies-comparison


Toy example for illustration: matching with OpenCV SIFT
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Recovered 1st to 2nd image projection, 
ground truth 1st to 2nd image project,
inlier correspondences



Not a toy benchmark: pose accuracy on PhotoTourism data
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Image Matching across Wide Baselines: From Paper to Practice. Jin et.al, arXiv 2020

• 15 training image sets
• 10 test image sets, 100 images each
• Metric: pose accuracy

Check out:
Image Matching: Local Features & Beyond

CVPR Workshop: Friday, June 19, 2020

https://image-matching-workshop.github.io/


The Phototourism Dataset
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Image Matching: Local Features & Beyond CVPR Workshop: Friday, June 19, 2020

• 30k images from YCC100M dataset, in 26 scenes
• “Ground truth” established by COLMAP reconstruction
• The basis of Image Matching Competitions 2019 & 2020
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https://image-matching-workshop.github.io/


Not a toy benchmark: pose accuracy on PhotoTourism data

15.06.2020. CVPR2020 Tutorial "Local Features: From SIFT to Differentiable Methods"
7



Image sets vary by common visible area
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Co-visibility computation example. 
3D points from COLMAP -> project into images.
Green if seen on both,
Red, if seen on one
Visibility – min(area of bounding box of the green points)



Metric computation
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1. RANSAC → fundamental matrix F

2. Essential matrix E from F: 𝐸 = 𝐾1
𝑇𝐹 𝐾2

3. Camera pose R, t = cv2.recoverPose(E)
4. Decompose (R,t) into rotation and translation 

components, keep only rotation, get the angular 
error

5.Threshold angular error for set of thresholds and 
get accuracy per threshold

6.Calculate mAA @ 10⁰



Can we trust Colmap “Ground truth”? 
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Yes, we can!



Geometric verification (RANSAC)
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RANSAC: fitting the data with gross outliers
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If you are not familiar with modern RANSACs, please, check 
the CVPR2020 “RANSAC in 2020” tutorial
http://cmp.felk.cvut.cz/cvpr2020-ransac-tutorial/

Slides are already there and videos will be uploaded soon

http://cmp.felk.cvut.cz/cvpr2020-ransac-tutorial/


Is OpenCV RANSAC is a way to go?
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OpenCV functions:
cv2.findHomography()
cv2.findFundamentalMatrix()

https://twitter.com/ducha_aiki/status/1142847831516037120

https://twitter.com/ducha_aiki/status/1142847831516037120
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Classical F methods, 1k iterations

• Methods are 
sorted by accuracy

• sk-image RANSAC is 
orders of 
magnitude slower 
than the rest

• OpenCV is the least 
precise RANSAC
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MAGSAC and MAGSAC++ github.com/danini/magsac (CVPR 2019 & CVPR 2020)
DEGENSAC github.com/ducha-aiki/pydegensac Chum et. al CVPR 2005. pip install pydegensac
GC-RANSAC github.com/danini/graph-cut-ransac Barath and Matas.  Graph-cut RANSAC. CVPR 2018

Jin et.al 2020:

● Feature: SIFT, 8k points
● Vary maxIters, measure time.
● Advanced methods (MAGSAC, GC, 

DegenSAC) are better for both per 
second and per iteration

This tutorial:

● Benchmark was run on 4 different 
machines. 

● Instead we fix the number of 
iterations for 1k, 10k, 100k, 1M

● We tune all parameters of the 
methods e.g. “spatial coherence 
term” for GC-RANSAC, which 
improves its results significantly 

Classical F methods in Jin et.al 2020

https://github.com/danini/magsac
https://github.com/ducha-aiki/pydegensac
https://github.com/danini/graph-cut-ransac


You need to tune each RANSAC for each  local feature
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Don`t look at 
descriptors & 
detectors yet
comparison, there 
is a better plot later



You need to tune each RANSAC for each  local feature
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Don`t look at 
descriptors & 
detectors yet
comparison, there 
is a better plot later



You need to tune each RANSAC for each  local feature
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And per matching method



F-summary: recommendations

• If you haven’t tuned the RANSAC, even the best local feature would not work

• Performance of different RANSACs varies significantly, and all the methods 
have to be tuned to perform well

• Don’t use OpenCV or sk-image F-RANSACs, use GC-RANSAC, MAGSAC or 
DEGENSAC (all available with python bindings)

• Implementation matters (see USAC fail)
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Matching and filtering strategies
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Nearest neighbor (NN) strategy
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Features from img1         are matched to features from img2

You can see, that it is asymmetric and allowing “many-to-one” 
matches



Nearest neighbor (NN) strategy
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Features from img1         are matched to features from img2

OpenCV RANSAC failed to find a good model with NN matching
Found 1st image projection: blue, ground truth: green,
Inlier correspondences: yellow



Mutual nearest neighbor (MNN) strategy
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Features from img1         are matched to features from img2
Only cross-consistent (mutual NNs) matches are retained.



Mutual nearest neighbor (MNN) strategy
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OpenCV RANSAC failed to find a good model with MNN matching
No one-to-many connections, but still bad
Found 1st image projection: blue, ground truth: green ,
inlier correspondences: yellow

Features from img1         are matched to features from img2
Only cross-consistent (mutual NNs) matches are retained.



Second nearest neighbor ratio (SNN) strategy
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1stNN

2ndNN

2ndNN

1stNN

2ndNN

1stNN

1stNN/2ndNN > 0.8, drop

1stNN/2ndNN < 0.8, keep

Features from img1         are matched to features from img2
- we look for 2 nearest neighbors

- If both are too similar (1stNN/2ndNN ratio > 0.8) →
discard

- If 1st NN is much closer (1stNN/2ndNN ratio ≤ 0.8) →
keep

D. Lowe, Distinctive Image Features from Scale-Invariant Keypoints, IJCV 2004
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NN

SNN

SNN

NN

SNN

NN

NN/SNN > 0.8, drop

NN/SNN < 0.8, keep

OpenCV RANSAC found a model roughly correct
No one-to-many connections, but still bad
Found 1st image projection: blue, ground truth: green ,
inlier correspondences: yellow

Second nearest neighbor ratio (SNN) strategy



1st geometrically inconsistent nearest neighbor ratio (FGINN) strategy
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SNN ratio is cool, but what about symmetrical, or 
too closely detected features? Ratio test will kill 
them.
Solution: look for 2nd nearest neighbor, which is far 
enough from 1st nearest.  

Mishkin et al., “MODS: Fast and Robust Method for Two-View Matching”, CVIU 2015



1st geometrically inconsistent nearest neighbor ratio (FGINN) strategy
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SNN ratio is cool, but what about symmetrical, or 
too closely detected features? Ratio test will kill 
them.
Solution: look for 2nd nearest neighbor, which is far 
enough from 1st nearest.  

Mishkin et al., “MODS: Fast and Robust Method for Two-View Matching”, CVIU 2015



SNN vs FGINN
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SNN: roughly correct

FGINN: more 
correspondences,
better geometry found



Symmetrical FGINN
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Recall, that FGINN is still asymmetric:
Matching (Img1 → Img2) ≠ (Img2 → Img1)

We can do both 
(Img1 → Img2) and (Img2 → Img1)

and keep all FGINNs (“either” strategy)

or only cross-consistent FGINNs
( “both” strategy)



You should tune matching threshold as well ☺
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• The best strategy is mutual NN + ratio test. 
• By playing with threshold, you can make almost any local 

feature a “winner
• The ONLY local feature, not benefit from ratio test is D2Net



Best strategy is mutual NN + ratio test even for binary features
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FGINN is less sensitive to the threshold value than SNN
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But there is (almost) no difference in performance, when both are tuned. 



What about deep learning 
methods?
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+
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Learned methods F with DLT and RANSACs



Deep RANSAC.
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Deep learning methods are not replacement for the RANSAC

They are (a bit expensive) replacements for the 
correspondence filtering methods
The benefit is not small, but not big either.



Except…for SuperGlue

• SuperGlue takes much richer input, 
than the most of the methods in our 
study.  SuperGlue uses all raw 
keypoints and descriptors from both 
images.
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Worst SuperGlue submission (among 3 variants)

The best non-SuperGlue submission



SuperGlue: graph NN + optimal transport matcher
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Descriptor: HardNet (NIPS, 2017)

Mishchuk et.al. Working hard to know your neighbor’s margins: Local descriptor learning loss. NIPS 2017 
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DoG + HardNet is the state-of-the-art for stereo

15.06.2020. CVPR2020 Tutorial "Local Features: From SIFT to Differentiable Methods"
41

• DoG-HardNet gain over rootSIFT is just 4% mAP
• All end-to-end learned methods are worse than SIFT
• Even with 2k keypoints



DoG + SoSNet is the state-of-the-art for stereo 8k
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• But SoSNet/HardNet gain over rootSIFT is not 
that big.

• Results are not consistent with HPatches



KeyNet + HardNet is the state-of-the-art for stereo 2k
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DoG + HardNet is the state-of-the-art for Multiview 8k
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DoG + HardNet is the state-of-the-art for Multiview 8k
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KeyNet+ HardNet is the state-of-the-art for Multiview 2k
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R2D2 is runner-up



Measurement region selector:
orientation

47
15.06.2020. CVPR2020 Tutorial "Local Features: From 

SIFT to Differentiable Methods"

Measurement 
region selector

Measurement 
region selector

Matching

Descriptor

DescriptorDetector

Detector

Geometrical 
verification 
(RANSAC)



Which patch should we describe?
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Detector: x, y, scale
Should we rotate patch?
Should we deform patch?

Handcrafted: dominant orientation

Learned orientation: CNN

Yi et al. Learning to Assign Orientations to Feature Points CVPR 2016

D. Lowe, Distinctive Image Features from Scale-Invariant Keypoints, IJCV 2004



If images are upright for sure: don`t detect orientation
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DoG + HardNet matches +FGINN union + RANSAC. 
Found 1st image projection: blue,
ground truth: green ,

inlier correspondences: yellow

Dominant gradient orientation: 
123 inliers

Learned orientation:
140 inliers

Constant orientation: 
181 inliers
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If images are upright for sure: don`t detect orientation

Upright: angle -> zero, remove duplicates.
Upright++: angle -> zero, remove duplicates, get more features until again 8k
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If images are upright for sure: don`t detect orientation

Upright: angle -> zero, remove duplicates.
Upright++: angle -> zero, remove duplicates, get more features until again 8k



Approximate nearest neighbor search: not for free
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HPatches matching score: exact search vs tuned FLANN vs OpenCV default

HardNet RootSIFT



Approximate nearest neighbor search: not for free
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1-18% mAA loss



AffNet (ECCV 2018)
Measurement region selector
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AffNet: learning measurement region

Mishkin et.al. Repeatability Is Not Enough: Learning Affine Regions via Discriminability. ECCV 2018 55
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Do AffNet help? Yes, if the problem is hard
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FGINN union + RANSAC. 
Found 1st image projection: blue,
ground truth: green ,

inlier correspondences: yellow

DoG + HardNetAmos: 123 inliers

DoG + AffNet + HardNetAmos : 165 inliers
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• Find affine shape such that maximizes difference between positive and 
hardest-in-batch negative examples

• Positive-only learning (Yi et. Al, CVPR2015) leads to degenerated ellipses 

• Triplet margin (HardNet) – unstable in training affine shape

AffNet: learning measurement region
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Does AffNet makes sense? Not for PhotoTourism data
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Does AffNet makes sense? Not much for PhotoTourism data

Stereo

Multiview



Local feature detector
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Detector is the often failure point of the whole process

• Yet we still use 10-20 y.o stuff like SIFT or FAST, because nothing 
significantly better for practical purposed have been proposed

• So let`s stick to the basics
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Stylianou et.al, WACV 2015. Characterizing Feature Matching Performance Over Long Time Periods



Qualitive comparison: classical features
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SIFT is the DoG detector + SIFT descriptor

• Really, there is not such thing, as SIFT detector. 

• But everyone so got used to name DoG as SIFT 
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DoG filter is a simple blob template
https://docs.opencv.org/3.4.3/da/df5/tutorial_py_sift_intro.html

Gaussian scalespace, “stack of gradually smoothed versions” of original image

Detections on synthetic image

https://docs.opencv.org/3.4.3/da/df5/tutorial_py_sift_intro.html


Joint detectors and descriptors

SuperPoint (CVPRW 2017)
DELF (ICCV 2017)
D2Net (CVPR 2019)
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Qualitive comparison: learned features
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Comparison on toy example
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SuperPoint: 51 inliers

DoG + HardNet: 123 inliers 

D2Net: 26 inliers, incorrect geometry



Some qualitive examples
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All things together
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SIFT + SNN match + OpenCV RANSAC:
27 inliers

SIFT + NoOri + HardNet + FGINN union match 
+ CMP RANSAC:

179 inliers



I really need to match this

• View synthesis: MODS

15.06.2020. CVPR2020 Tutorial "Local Features: From SIFT to Differentiable Methods"
69D. Mishkin, J. Matas and M. Perdoch.  MODS: Fast and Robust Method for Two-View Matching, CVIU 2015, 



MODS (controller and preprocessor)

MODS handles angular 
viewpoint difference up to:
• 85° for planar scenes 
• 30° for structured

D. Mishkin, J. Matas and M. Perdoch.  MODS: Fast and Robust Method for Two-View Matching, CVIU 2015, 

Affine view 
synthesis

Images

Det1-Desc1

Det2-Desc2

Match RANSAC
Match!

Not match? Try more view synthesis
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Thank you for your 
attention

• If you DO NOT need correspondences & camera pose → DO 
NOT use local features. 
Use global descriptor (ResNet101 GeM) + fast search (faiss)

• Step 0: try OpenCV (root)SIFT

• Use proper RANSAC

• Matching → use FGINN in two-way mode

• Need to be faster → ORB/SuperPoint.

• Custom data → train on your own dataset

• If images are upright, DO NOT DETECT the ORIENTATION

• Landmark data → DELF

• Try SuperGlue, it seems to be super cool
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Dmytro Mishkin

https://github.com/filipradenovic/cnnimageretrieval-pytorch
https://github.com/facebookresearch/faiss
https://github.com/ducha-aiki/pyransac
mailto:ducha.aiki@gmail.com

