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Programme

● 09:00 – 10:00 Overview of classical & end-to-end methods 
● 10:00 – 11:00 Local features: from paper to practice
● 11:00 – 12:00 Kornia introduction & hands-on Session

https://local-features-tutorial.github.io/

https://local-features-tutorial.github.io/


What is image matching? 



Why is image matching useful?

L. Schonberger and J.-M. Frahm,
Structure-from-Motion Revisited, 2016
COLMAP

SfM



Why is image matching useful?

R. Mur-Artal, and J. D. Tardós. 
ORB-SLAM2: an Open-Source SLAM System for 
Monocular, Stereo and RGB-D Cameras, arXiv 2016

SLAM



Localisation



Why is image matching useful?

Daniel DeTone, Tomasz Malisiewicz, Andrew 
Rabinovich, Superpoint.
MagicLeap SLAM

SLAM



Why is image matching useful?

Augmented Reality
ScavengAR App



Why is image matching useful?

Panoramas
Brown and Lowe, Automatic panoramic image stitching using invariant image features

Image: Rick Szeliski



Image Matching - Practicality

● Matching a set of images enables us to “recover” the geometry of the world from 
individual images. 

● To understand why, we need to quickly discuss a few things about cameras.
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1Hartley and Zisserman, Multiple view geometry in computer vision.

Point correspondences for triangulation

Image: Wikipedia

• One left-view to right-view match is not enough
• Min number of matches defined by theory and algorithms (e.g. 8-point algorithm)
• Practically we aim for a  higher number of matches than the theoretical (e.g. > 100)



Matching points - why do we need a lot of them?



RANSAC: fitting the data with gross outliers
What is it 

Image credit: https://scipy-
cookbook.readthedocs.io/items/RANSAC.html

https://github.com/ducha-aiki/pyransac

More details & info: Dmytro’s talk 
at 10:00am

https://scipy-cookbook.readthedocs.io/items/RANSAC.html
https://github.com/ducha-aiki/pyransac


Matching points - why do we need a lot of them?



RANSAC: image matching example

Multiple View Geometry in Computer 
Vision
Hartley & Zisserman



Recap

Better ways to match points between two images

Easier job for relative camera pose estimators

Better 3D models, panoramas, AR apps etc



Classical pipeline

Image Credit: Wikipedia





Classical pipeline



The classical image matching pipeline



Common types of feature frames



Feature frame/keypoint – Simplest Definition



Feature frame/keypoint – Simplest Definition



Feature frame/keypoint – Simplest Definition



Feature frame/keypoint – Simplest Definition



Adding scale estimation



SIFT Detector

4

4Lowe, “Distinctive image features from scale-invariant keypoints”.



SURF

5

5Bay, Tuytelaars, and Van Gool, “Surf: Speeded up robust features”.



Edge Foci

7

7Zitnick and Ramnath, “Edge foci interest points”.



MSER

8

8Matas et al., “Robust wide-baseline stereo from maximally stable extremal
regions”.



FAST

9

9Rosten and Drummond, “Machine learning for high-speed corner
detection”.



Source: Rick Szeliski



From feature frames to patches







Orientation



How to describe patches



SIFT

Lowe: Distinctive Image Features from Scale-Invariant Keypoints

https://www.cs.ubc.ca/~lowe/papers/ijcv04.pdf


Image: vlfeat.org



GLOH

Mikolajczyk & Schmidt: A Performance Evaluation of Local Descriptors



CHoG

Chandrasekhar et al. CHoG: Compressed histogram of gradients a low bit-rate feature descriptor

https://ieeexplore.ieee.org/abstract/document/5206733/


DAISY

Winder et al. Picking The Best Daisy



LIOP

Wang et al. Local Intensity Order Pattern for Feature Description



LUCID

Ziegler et al. Locally Uniform Comparison Image Descriptor



Aggregation across scales and viewpoints

Several methods identified that aggregation across different scales
or different viewpoints into a single feature vector can
improve the discriminative power of the descriptor, albeit at the
price of much higher computational cost.



ASIFT

Morel and Yu. Affine-Sift



DSP-SIFT

Dong and Soatto. Domain-Size Pooling in Local Descriptors: DSP-SIFT



Binary descriptors



Hashing SIFT

Terasawa and Tanaka, Spherical LSH for approximate nearest neighbour
search on unit hypersphere.

Strecha et al., LDAHash: Improved matching with smaller descriptors.



BRIEF

Calonder et al. Brief: Binary robust independent elementary features



Learning-based descriptors

● From 2005 and on, more and more machine learning was utilised



PCA-SIFT

Ke and Sukthankar, PCA-SIFT: A more distinctive representation for
local image descriptors





Linear Projections

Cai, Mikolajczyk, and Matas, Learning linear discriminant 
projections for dimensionality reduction of image descriptors



Linear Projections



Convex optimisation for learning descriptors

Simonyan, Vedaldi, and Zisserman, Learning Local Feature Descriptors Using 
Convex Optimisation



Deep Learning Era

Image: Nicolas Audebert



Early work (2008)

● Early work on learning convolutional neural networks as feature descriptors 
specifically for local patches, but was not immediately followed

Jahrer, Grabner, and Bischof. Learned local 
descriptors for recognition and matching.



Early work (2008)





The first “deep” success
Get a network pre-trained on 
ImageNet

Remove FC layers & use features



The first “deep” success

Fischer, Dosovitskiy, and Brox, Descriptor Matching with Convolutional
Neural Networks: a Comparison to SIFT







Deep learned descriptors



DeepCompare

Zagoruyko and Komodakis, Learning to Compare Image Patches via
Convolutional Neural Networks



DeepCompare



Reminder: Early work (2008)

Jahrer, Grabner, and Bischof. Learned local 
descriptors for recognition and matching.



TFeat

Vassileios Balntas et al., Learning local feature descriptors with 
triplets and shallow convolutional neural networks



Triplet Learning



L2-Net

• E1: Similarity loss
• E2: Compactness loss
• E3: Intermediate feature maps loss

Tian, Fan, and Wu.  L2-Net: Deep Learning of Discriminative Patch 
Descriptor in Euclidean Space



Binary L2-Net

use sign of output



HardNet

Mishchuk et al. Working hard to know your neighbour's margins: 
Local descriptor learning loss



HardNet

Mishchuk et al. Working hard to know your neighbour's margins: 
Local descriptor learning loss



SOSNet

First Order Similarity Loss Second Order Similarity Loss

SOSNet: Second Order Similarity Regularization for Local Descriptor 
Learning

Yurun Tian, Xin Yu, Bin Fan, Fuchao Wu, Huub Heijnen, Vassileios Balntas

https://arxiv.org/search/cs%3Fsearchtype=author&query=Tian%252C+Y
https://arxiv.org/search/cs%3Fsearchtype=author&query=Yu%252C+X
https://arxiv.org/search/cs%3Fsearchtype=author&query=Fan%252C+B
https://arxiv.org/search/cs%3Fsearchtype=author&query=Wu%252C+F
https://arxiv.org/search/cs%3Fsearchtype=author&query=Heijnen%252C+H
https://arxiv.org/search/cs%3Fsearchtype=author&query=Balntas%252C+V


SOSNet
Second order consistency between classes

SOSNet: Second Order Similarity Regularization for Local Descriptor 
Learning

Yurun Tian, Xin Yu, Bin Fan, Fuchao Wu, Huub Heijnen, Vassileios Balntas

https://arxiv.org/search/cs%3Fsearchtype=author&query=Tian%252C+Y
https://arxiv.org/search/cs%3Fsearchtype=author&query=Yu%252C+X
https://arxiv.org/search/cs%3Fsearchtype=author&query=Fan%252C+B
https://arxiv.org/search/cs%3Fsearchtype=author&query=Wu%252C+F
https://arxiv.org/search/cs%3Fsearchtype=author&query=Heijnen%252C+H
https://arxiv.org/search/cs%3Fsearchtype=author&query=Balntas%252C+V


3D Maps
Triplet Loss



SOS



Current status: classical pipeline



Limits of the “classical pipeline”



Classical pipeline



Classical pipeline replacement?



Classical pipeline replacement?

*Maybe some parts only



Limits of the “classical pipeline”

● New methods are needed that are based on modern networks, including end to 
end training of networks

● Need to abstract more than the “keypoint” & “patch” paradigms.



“Modern” Methods

Image: Wikipedia



Modern methods

● Replace some/all parts of the classical pipeline
● Focus on training as much as possible end-to-end
● Focus on new matching methods, other than argmins of distance matrix



LIFT

Yi et al., LIFT: Learned Invariant Feature Transform



LIFT



LIFT



LF-Net

Ono et al., LF-Net: Learning Local Features from Images



Learning correspondences

Yi et al., Learning to Find Good Correspondences



Superpoint

DeTone, Malisiewicz, and Rabinovich, SuperPoint: Self-
Supervised
Interest Point Detection and Description



Superpoint

DeTone, Malisiewicz, and Rabinovich, SuperPoint: Self-
Supervised
Interest Point Detection and Description



Implicitly Matched Interest Points (IMIPs)

Cieslewski, Bloesch, and Scaramuzza, Matching Features without 
Descriptors: Implicitly Matched Interest Points



DELF

Noh et al., SuperPoint: Large-Scale Image Retrieval with Attentive Deep Local Features 
ICCV 2017

“Attention” as weighting 
for global descriptor



D2Net

Dusmanu et al, D2-Net: A Trainable CNN for Joint Description and Detection of Local Features CVPR 2019



UR2KiD

Yang et al. UR2KiD: Unifying Retrieval, Keypoint Detection, and Keypoint
Description without Local Correspondence Supervision



UR2KiD

Yang et al. UR2KiD: Unifying Retrieval, Keypoint Detection, and Keypoint
Description without Local Correspondence Supervision



SuperGlue

Paul-Edouard Sarlin, Daniel DeTone, Tomasz Malisiewicz, Andrew Rabinovich: SuperGlue: 
Learning Feature Matching with Graph Neural Networks – CVPR 2020



SuperGlue

Paul-Edouard Sarlin, Daniel DeTone, Tomasz Malisiewicz, Andrew Rabinovich: SuperGlue: 
Learning Feature Matching with Graph Neural Networks – CVPR 2020



DeMoN

Ummenhofer et al., DeMoN: Depth and Motion Network for Learning
Monocular Stereo



PoseNet

Kendall, Grimes, and Cipolla, PoseNet: A Convolutional Network for
Real-Time 6-DOF Camera Relocalization



Local scene coordinates

Brachmann and Rother. Learning Less is More - 6D Camera Localization 
via 3D Surface Regression



How good are modern methods?







“Classical” methods are still quite strong

SuperPoint: 51 inliers

DoG + HardNet: 123 inliers 

D2Net: 26 inliers, incorrect 
geometry

More later @ Dmytro’s talk!



State-of-the art & future challenges - open questions

● How can the current matching paradigm be improved?
● Do we still need local features?
● Are dense descriptors using FCN needed?
● Are attention models related to detectors?
● Is end-to-end learning of every stage the best solution?
● How to add semantics into the pipeline?



Programme

● 09:00 – 10:00 Overview of classical & end-to-end methods 
● 10:00 – 11:00 Local features: from paper to practice
● 11:00 – 12:00 Kornia introduction & hands-on Session


